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Abs tmt  the stability analysis of the open-loop fuzzy des,criptor system 

This paper proposes output feedback control for 
fuzzy descriptor systems.Using a Takagi-Sugeno (T- 
S) fuzzy model, we design a fuzzy representation of 
the original nonlinear system. This fuzzy representa- 
tion consists of local linear descriptor systems. An li" 
performance criterion is then given to attenuate dis- 
turbances to a prescribed level. Finally, a two-stage 
method is utilized to solve both controller and ob- 
server parameters. 

I. INTRODUCTION 

Using the T-S fuzzy model [l] representation of nonlinear 
systems into local linear fuzzy models has lead to vast amounts 
of research [3, 5, 6, 41. The stability analysis of the closed- 
loop system leads to formulation of linear matrix inequalities 
(LMIs) 171. It has long been known that descriptor systems 
have a tighter representations for a wider class of systems in 
comparison to traditional statespace representation. Recently 
this concept has been extended to T-S fuzzy model systems [8]. 
Note that using traditional T-S fuzzy modeling for Lagrangian 
mechanical systems, we will need a fuzzy model representation 
for the inverse of the inertia matrix. This matrix inverse will 
drastically increase the rule numbers. If the fuzzy descriptor 
system is used, then the number fuzzy rules wilI be decreased. 
This rule reduction is an important issue for LMI-based control 
synthesis. 

In this paper, we extend the good properties of fuzzy de- 
scriptor systems and fuzzy observers into the design of output 
feedback control for fuzzy descriptor systems. In addition to 
immeasurable states, we consider approximation errors, exter- 
nal disturbances, and measurement errors. A two-stage pro- 
cess is utilized in place of simultaneously solving controller 
and observer parameters, which is a complex problem. For ro- 
bustness analysis, lim performance criterions are given where 
disturbances are attenuated to a prescribed level. 

The rest of the paper is organized as follows. In Sec. 11, 
the fuzzy descriptor system representation of a nonlinear dy- 
namic system is introduced. In Sec. 111, we start by giving 
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where the Ltrisic robustness criterion is given. In Sec. IV, the 
output feedback control design is carried out. Finally some 
conclusions are made in Sec. V. 

11. FUZZY DESCRIPTOR APPROXIMATION SYSTEM 

A general nonlinear system is given as 

M ( s ) j .  = f ( z ) + g ( z ) U + U  

y ( t )  = h(z)+w (1) 

where s = [XI z 2  ... znJT E Rn is the state vector; U = 
[UI  uz . . . E R" is the control input; w is the unknown 
but bounded disturbance; w is a bounded measurement noise; 
M ( z ) ,  f (z) ,  g(z), h ( z )  are smooth functions with f (0 )  = 
0; and y E Rq is the output (note that the time notation t 
has been dropped for brevity). Then the fuzzy local linear 
representation of the nonlinear system (1) is 

Plant Rule I C :  
IF ~1 is N k l  and . . . and 2, is N k g  
THEN 

IF z1 is Fil and . . . and zg is F', 

y = C i z + w f o r i = 1 , 2 ,  ..., r;k=l,2, ..., T, 

RHS Plant rule i: (2) 

THEN E k X  = Aiz + &U + w 

where N k g  and Fi, are fuzzy sets; E k  E RnXn is the descriptor 
matrix, Ai E RnXn, Bi E Rnxm, Ci E Rqxn; and RHS stands 
for right-hand-side. The inferred output of fuzzy representa- 
tion (2) is 

Te T 

p k  (Z) E& = Vi (2 )  (AiZ + &U) + W 

k=l  i=l 
T 

y = ~ V i ( 2 ) C ' X + V  (3) 
i=l 

z =-[z1 z2 . .. z,]. -It is s&aightfdrward that /.Lk ( z )  2 0, 
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c2=1 p k  (z) = 1 and vi (z) 2 0, E;==, vi (z )  = 1. The sys- 
tem (1) is rewritten as 

Furthermore, i f  there exists a wmmon matrix X and Q 2 0 
such that (7) and 

T, T 

T 
are satisfied for all the pairs (i, k) except for pairs 

(4) vi ( z )  p k  ( z )  = 0 for dl z, then the true system (6) has 
the following robust performance 

y = ~ v i ( z ) C i x + A h + v  
i=l 

x * ~  ( r )  Qx* (r) d r  5 ’ 

where A f  = f (z) - vi (2) Aiz, A g  = - (0) Qx* (0) + 5 Ilw* (r)(Ig dT. E&, vi ( z )  &U, Ah = h (z) - EL1 vi (z)  Ciz are approxima- 
tion errors. 

For the stability analysis later, we augment (4) as Proof. 
Corollary 1 Let Q = block-diag(Q11, Q22) > 0. The wndi- 

The proof has been omitted due to lack of space 

tions (7) and (8) are satisfied if there exists feasible solutions 
to the following EVP 

T re 

*i (2) p k  (2) {&X* -b B;u} 
maximize p2 i=l k=l  

+A f * + Ag* + w* Si, S3, Mi 
T s1=g20  (9) c*i (2) C:x* +Ah + v 

i=l ‘ 1  (5) 

If Af*, Ag*, w*, Ah, v is omitted from (5), then we name the 
system as an c~approximate On the other hand, (5 )  
is the “true system”. 

and “*” denotes the transposed elements for  the symmetric 
positions. 

111. STABILITY ANALYSIS Proof. The proof has been omitted due to lack of space 

The fuzzy descriptor system (5) is admissible if there exists 
V (z ( t ) )  = z*T E*T Xz’ and the following conditions are satis- 
fied - 1) det (SE* - c:=, # 0; 2) the 
open-loop system is impulsefree. Consequently, these condi- 
tions are satisfied if a common matrix X E R2nx2n, det X # 0 
such that E * T X  = X T E *  2 0 and A$X + X T A ;  < 0. 

IV. ROBUST OUTPUT FEEDBACK CONTROL 

vi (z)  pk (2) First assume that (Ci, Ai) is an observable pair. Then an 
observer is designed for state estimation of the system (4): 

Plant Rule IC: 
IF z 1  is N k l  and 0 . .  and zs is N k g  

THEN 

IF z1 is Fil and . + .  and zg is 

Here, we consider the open-loop system of (5) which is 

RHS Plant rule i: (11) 
T Pc 

E*?* = Vi (2) /& (z)  A:kX* + A f ’  +U*. (6) 
i=l k=l 

THEN E k  $= Ai2 +&U + Li (9 - 5) 
Assumption 1: There exists a known bounding matrix Adf 
such that IlAfll 5 IIA4pIl. 

6 = Cik 

( C D ~ Z * ) ~  (e,%*) where @ f  = [A4f 01. The following theorem 
gives the sufficient condition of stability for (6). 
Theorem 1 The open-loop approximate fizzy descriptor sys- 
tem (6) (where AY and w* are omitted) is quadratically stable 
i f  there exists a common matrix X such that 

From the assumption above, we have A f 5 where Li is the observer gain of the i-th observer rule to be 
chosen later. The overall inferred output is 

T 

pk (Z) Ek s = Vi (2) [A% 4- &‘U + Li (y - 6)] 
k=l i=l 
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Then, (12) is further augmented as 
r r t. 

E*&* - - 2 vi (z) vj (z) p k  (z) 
i=l j=1 k=l 

x [xk3i'* + B,tu + LfC; (2' - 2.) 
+LfAh + Lfv] 
r 

g = Cva(z)C,t?* (13) 
i=l 

where 3i'* = 
and observer (13), we have. 

Denote e* = T* - 5.. Fkom system (5) 

x [ (Ah - LfCj*) e* - LfAh - Lfv] 
+Af* + Ag* + w* (14) 

Using both (13) and (14), we arrive with the augmented system 

\i=1 j;?l k=l 

X [Afk"' +STY+ LrC;  (E' - 2') + L z A h  + L f  

(2 f: 2 (.) yj ( = ) P k  ( 2 )  

X [ ( A T k - L f C : ) e *  - L f A h - L T u ] ) + A f * + A g * + u *  

V I  ) r [ $: ] = 

i=l j=1 k = l  

(15) 
I 

where r = block-diag{E*, E*}. Assuming (Ai, Bi) is con- 
trollable, the control law is designed using parallel distributed 
compensation (PDC) as: 

Control rule j: 
IF z1 is Fjl and . . . and zg is Fig 

THEN U = -K;3;.* for j = 1, 2, . . . , r. 

i=l 
Qic = [Lf+c Lf#~c] for i = 1, 2, ..., r .  If 8, Ah, Af, 
A3 are omitted from (17), we name the system as an "ap- 
proximate error system". For error system (17), we have the 
following result. 
Theorem 2 The approximate error system is quadratically 
stable i f  there exists a wmmon matrix x such that 

hT- -T-* 
E x = x  E 2 0 ,  G$kX+xTGijk < o  (18) 

firthermore, if there exists a common matrix w and g > 0 
such that (1 8) and 

(19) 

where All = GT. 23 k X f ~ T G i j k f 2 i P T C @ ~ ~ + @ ~ B B j ~ + @ ~ @ * +  
-T- Q Q + GTx and are satisfied for ail pairs ( i ,  j, I C )  except 
for  pairs vi (z) vj (z) Vk ( z )  = O for all z ,  the error system (17) 
has the following robust performance JOT %TaTQZ (r)  d r  6 
%T (0 )FTXZ (0) + + JOT Ilw (.)I1 dr .  

Proof. The proof has been omitted due to lack of space W 
In the following, we will formulate (18) and (19) into LMIs. 

Equation (7) is rewritten as X F T E *  = E*X-l 2 0. This 
inequality leads to 

where K; = [O qIT; and Kj are controller gains to be chosen 
later. Then, the overall controller is inferred as s3 SI 0 0  

t 

U = - vj (2) Kj?*. (16) Therefore, we have 
j=1 

With controller (16) and system (15), we obtain the system 

-: E X= 

where 

Gijk 

Ah 

(17) 
matrices are denoted as Z = [ z: 1,  0 = [ ,". ] 
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V. CONCLUSIONS Using Schur complements and the above relations (details of 
derivations are omitted), we are able to obtain the following 
inequality from (19) as: In this paper, we have represented nonlinear dynamic sys  

tems into fuzzy descriptor systems using T-S fuzzy models. 
Then an output feedback control for the fuzzy descriptor sys- 
tems are approached using fuzzy observers and controller de- 
signs. From the LMI problem formulation in the stability anal- 
ysis, the proposed controller gains and observer gains are then 
solved by a two-stage process. Then several robust criterions 
attenuates the disturbances to a prescribed level. 

P = [ F  R ‘1 .0 
0 O T  

(20) 

where matrices are denoted as 
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